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Abstract

We present a new method for coupling molecular dynamics (MD) and continuum mechanics simulations that is

based on the projection of the MD solution onto the coarse scale shape functions. This projection, or ‘‘bridging scale’’,

represents that part of the solution that is obtainable by both solution methods. By subtracting the bridging scale from

the total solution, we arrive at a coarse-fine decomposition that, by a proper choice of projection operator, decouples

the kinetic energy of the two simulations. The resulting decomposition can be used in a finite-temperature simulation

method in which MD is used only in a localized region, while the continuum simulation covers the entire domain,

including the MD region to which it is coupled. One major advantage of this approach is that separate time step sizes

can be used in the two simulations, so that the coarse scale time step is not limited to the time scale of the atomic

vibrations present in the fine scale. Example problems are demonstrated on a 1D lattice, for which the method is shown

to be accurate both for harmonic and anharmonic interatomic potentials.

� 2003 Elsevier B.V. All rights reserved.
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1. Introduction

Thanks to the ever-increasing power and affordability of fast computers and the development of accurate

interatomic potentials for a range of materials, classical molecular dynamics (MD) simulations have become

prominent as a tool for elucidating complex physical phenomena. With the ability to examine atomic-scale

dynamics in great detail, researchers have usedMD to gain new insight into problems that have been resistant

to theoretical solution, such as solid fracture [1], surface friction [2], and plasticity [3]. However, the length
and time scales that can be probed using MD are still fairly limited. For example, a 10 nm cubic domain of a

metal can be simulated only for times less than around 10�10 s, even on very large parallel machines [3].
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Nomenclature

~aa2 difference between accelerations of region 2 atoms due to a force f �, and the actual coarse scale

accelerations

d vector of displacement degrees of freedom at coarse scale nodes
f vector of interatomic forces

f� interatomic force evaluated with u02 set to zero

f̂f total force on atoms including effects of removed fine scale degrees of freedom
�FF coarse scale deformation gradient

K2 stiffness matrix relating fine scale displacements in region 2 to atomic forces

K12;K22 stiffness matrices relating fine scale displacements in region 2 to atomic forces in regions 1 and 2,

respectively

L total Lagrangian of system
m number of fine scale subcycles for time integration

ma mass of atom a
MA diagonal mass matrix containing atomic masses

M coarse scale mass matrix

M fine scale mass matrix

na total number of atoms in the domain

nc number of coarse scale nodes in the domain

N matrix of coarse scale shape functions: NIa gives shape function of node I evaluated at atom a
P coarse scale projection matrix

PK first Piola–Kirkhoff stress

q vector of displacements at atoms computed in an MD simulation

Q fine scale projection operator

R;Rb random forces capturing temperature effects at MD boundary

s Laplace transform variable

t time

Dt;Dtm coarse and fine scale time steps for time integration (Dtm ¼ Dt=m)
u vector of displacement degrees of freedom at atoms
�uu; u0 vectors of coarse and fine scale parts of total displacements at atoms, respectively

UðuÞ potential energy function

DVa volume of domain surrounding atom a
Xa initial or material coordinates of atom a
b time integral of h
~bb damping kernel matrix in the generalized Langevin equation (GLE)

h time history kernel matrix capturing effects of region 2 fine scales
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Increases in this simulation time require a proportional reduction in the number of atoms simulated. The

results of such a simulation therefore can rarely be compared directly to experiments, since laboratory ob-

servations of these sorts of mechanical phenomena are usually made on much larger length and time scales.

Furthermore, the relevance of simulations on such small time scales can be called into question. For example,
in studies of plasticity or fracture, MD can simulate strain rates only as low as around 106 s�1 [3], an arti-

ficially high value; meanwhile, it is known that real systems show strain rate-dependent behavior even at

much lower strain rates. New methods that can extend length and time limits of MD are needed.

One possible approach that can be applied to many problems is to use MD only in localized regions

in which the atomic-scale dynamics are important, and a continuum simulation method (such as finite
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elements) everywhere else. This general approach has been taken by several different groups of researchers.

Abraham et al. [4,5] have developed a coupled finite elements, MD, tight-binding (FE/MD/TB) method in

which the three methods are used concurrently in different regions of the computational domain. In this

method, the finite element mesh is graded down to the atomic lattice size in an overlap, or ‘‘handshake’’,

region; the dynamics is governed by a total Hamiltonian function that combines the separate Hamiltonians

of the three regions in an appropriate way. This approach has been effective in the simulation of brittle

fracture. Another method developed recently is the quasicontinuum method [6–11], in which atomic degrees

of freedom are selectively removed from the problem by interpolating from a subset of representative at-
oms, similar to finite element interpolation. Adaptivity criteria are used to reselect these representative

lattice points in regions of high deformation, so that where necessary (e.g., near a dislocation) full atomic

resolution is recovered. This approach has found application to simulations of dislocation motion [6,7],

grain boundary interaction [8], nanoindentation [7], and fracture [9,10]. The method has been used mainly

for quasistatic deformation at zero temperature, although Shenoy et al. have suggested an extension to

finite temperature problems using a Monte Carlo technique [12].

A problem with multiple-scale simulations that has not been addressed satisfactorily is that of multiple

time scales. In general, methods that couple finite elements to MD for dynamic, finite temperature simu-
lations are limited in their time step size to that used for the MD part of the domain, even though the large

scale variables change much more slowly. This is largely due to the fact that the finite element mesh is

graded down to the atomic lattice scale at the boundary between the continuum and MD domains, so that

finite element nodes coincide with atoms. The time step for the continuum simulation is limited to the time

step that is stable for the smallest elements in the mesh.

In this work, we present a new method that allows the coupling of finite elements (or other continuous

interpolation functions, such as meshfree shape functions [13]) to MD simulations without the need to

grade the continuum nodal spacing down to the atomic lattice size. This method is based on a decom-
position of the displacement field u into coarse and fine scales:

u ¼ �uuþ u0; ð1Þ

where �uu is a coarse scale that can be represented by a set of basis functions (such as finite element shape

functions), and u0 is a fine scale whose projection onto the coarse scale basis is zero. This sort of scale

decomposition is common in the analysis of turbulent fluid flow; for example, it has been used by Hughes

and coworkers [14,15] for solid mechanics in the variational multiscale method.

In our approach, the coarse scale is represented everywhere in the domain, including regions where MD
will also be used, by a continuous interpolation. In the regions of the domain designated for MD simu-

lation, the fine scale u0 can be gleaned from the MD solution by first subtracting off the projection of the

MD solution onto the coarse scale basis. This projection, or ‘‘bridging’’ scale, removes from the simulation

the information contained in both the continuum and MD parts of the solution. Coarse scale momentum

and energy are easily transfered out of the MD regions, since the coarse scale representation co-exists with

the fine scale in those regions. This bridging scale approach was originally used by Liu et al. [16] to enrich

the finite element method with meshfree shape functions. It was later used by Wagner and Liu [17,18] for

applying essential boundary conditions in meshfree computations.
Section 2 of this paper concerns the formal decomposition of the total solution into coarse and fine

scales. We present the formulation of the coarse-fine decomposition using the bridging scale projection,

without yet taking into account the fact that our eventual goal is to compute the fine scale only in a

localized region of the domain. We address the details of implementing the coarse-fine decomposition in

the remaining sections of the paper. In Section 3, we discuss the repercussions of limiting the fine scale

computation to a small region of the domain. Through the formal elimination of the uncomputed fine

scale degrees of freedom, we derive a generalized Langevin equation [19,20] for the atoms at the

boundary of the computed region in terms of both scales of the computation, providing a coupling
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between the two simulations. We also outline a method for computing the stress in the coarse scale

region based on the interatomic potential at the fine scale, and show that the resulting equation for the

coarse scale is equivalent to the standard weak form of the momentum equation used in finite elements.

A detailed time integration algorithm is presented in Section 4 that allows a smaller time step size (and

proportionately more frequent steps) to be used in the fine scale region than in the coarse scale. This

approach takes advantage of the slower time scale of the coarse simulation. In Section 5, the method is

applied to the simulation of wave propagation in a 1D lattice, in which only a part of the lattice is

represented by molecular dynamics. It is shown that the solution is indistinguishable from the full MD
solution for the case of a harmonic lattice, and gives reasonable accuracy even when the forces between

atoms are nonlinear. We conclude in Section 6 with an assessment of the method and directions for

future research.
2. Formulation

2.1. Coarse-fine decomposition

Consider a set of na atoms representing a body. Let the displacement of an atom a be denoted by ua. The

displacement is to be decomposed into a coarse scale �uua ¼ �uuðXaÞ, where Xa is the initial position of atom a,
and a fine scale u0a. Note that while the coarse scale can be thought of as a continuous displacement field and
can technically be interpolated at points in between atoms, the fine scale and therefore the total dis-

placement are discrete functions that are defined only at atomic positions. In this paper, we will consistently

use Greek indices (a; b; c; . . .) to distinguish atoms, and uppercase Roman indices (I ; J ;K; . . .) to label

coarse scale nodes.

The coarse scale is to be represented by a set of basis functions, such as finite element or meshfree shape

functions, defined on a set of nc nodes. We therefore write the coarse scale, interpolated at the position of an

atom, as

�uuðXaÞ ¼
X

I

N a
I dI ; ð2Þ

where N a
I ¼ NIðXaÞ is the shape function associated with node I evaluated at Xa, and dI is the displacement

degree of freedom at node I . The summation in (2) is over all of the nc coarse scale nodes in the domain, as

are all such summations in this section.

It will be convenient to use a matrix representation for (2) and subsequent equations. Quantities such as

ua, �uua, and dI can be represented as column vectors containing all of the spatial components at each quantity
at each atom or node. For instance, in three dimensions

u ¼

u1x
u1y
u1z
u2x
..
.

..

.

unaz

8>>>>>>>>><
>>>>>>>>>:

9>>>>>>>>>=
>>>>>>>>>;
; d ¼

d1x
d1y
d1z
d2x
..
.

dncz

8>>>>>>><
>>>>>>>:

9>>>>>>>=
>>>>>>>;
; ð3Þ

where, e.g., u1x is the x component of uðX1Þ. Eq. (2) can then be written in matrix form

�uu ¼ Nd ð4Þ
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if the shape function matrix N is taken to be

N ¼

N 1
1 I3�3 N 1

2 I3�3 . . . N 1
nc
I3�3

N 2
1 I3�3 N 2

2 I3�3 . . . N 2
nc
I3�3

..

. ..
. . .

. ..
.

Nna
1 I3�3 Nna

2 I3�3 . . . Nna
nc
I3�3

2
6664

3
7775; ð5Þ

where I3�3 is the 3� 3 identity matrix. Note that N is of size 3na � 3nc.
The fine scale is simply that part of the total displacement that cannot be represented by the coarse scale.

In our simulations, we will obtain the fine scale information from the displacements qa computed in a

molecular dynamics simulation; this solution includes a part that can be represented by the coarse scale

shape functions. Thus the fine scale must be defined by subtracting from qa the projection of the molecular

dynamics solution onto the set of functions NI . This coarse scale projection can be written as
P

I N
a
I wI ,

where wI is a set of nodal degrees of freedom that minimize some measure of the difference between the

coarse and total scales at an atom. We choose as this measure the sum of the squared difference at all atoms,
weighted by the atomic masses ma:

X
a

ma qa

����� �
X
I

N a
I wI

�����
2

: ð6Þ

It will be seen in Section 2.2 that this choice of measure allows the coarse and fine scale kinetic energies to

be decoupled. This quantity can be written in matrix form by defining an atomic mass matrix MA as a

diagonal matrix of size 3na (for three dimensions) with the atomic masses on the diagonal

MA ¼

m1I3�3

m2I3�3

. .
.

. .
.

2
6664

3
7775: ð7Þ

The quantity in Eq. (6) can now be written

ðq�NwÞTMAðq�NwÞ: ð8Þ

Solving for w to minimize this quantity gives

w ¼ M�1NTMAq; ð9Þ

where the coarse scale mass matrix M is

M ¼ NTMAN: ð10Þ

So the fine scale u0, which is that part of q that is not represented by its coarse scale projection, is

u0 ¼ q�Nw; ð11Þ
u0 ¼ q� Pq; ð12Þ

where the matrix P has been defined

P ¼ NM�1NTMA: ð13Þ



254 G.J. Wagner, W.K. Liu / Journal of Computational Physics 190 (2003) 249–274
Note that P is the operator for the projection onto the coarse scale basis, and that PP ¼ P, as required of a

projection operator.

The total displacement ua is the sum of the coarse scale (4) and fine scale (12)

u ¼ Ndþ q� Pq: ð14Þ

The last term in the above expression we will call the ‘‘bridging scale’’; it is that part of the molecular dy-

namics calculation that must be subtracted from the total in order to achieve a complete separation of scales.

Finally, we can define the complimentary projector Q 	 I� P:

Q ¼ I�NM�1NTMA: ð15Þ

So that (14) can be rewritten as

u ¼ NdþQq: ð16Þ

2.2. Multiscale Lagrangian

The set of atomic displacements, together with their time derivatives, can be used to compute the kinetic

and potential energies of the total system. It is most convenient to adopt a Lagrangian mechanics de-

scription of the system, in which the Lagrangian L is the kinetic energy minus the potential energy

Lðu; _uuÞ ¼ 1

2
_uuTMA _uu� UðuÞ þ fTextu: ð17Þ

In this expression, the interatomic potential energy UðuÞ is some (possibly complicated) function of the

displacements only, while fext is a vector of constant external forces acting on the atoms. Note that the
potential energy U is actually a function of the positions of the atoms, obtained from adding the atoms�
displacements to their initial positions; there is no assumption that the initial configuration is a regular

lattice or other unstressed state. Substituting (16) into the expression for the kinetic energy gives

1

2
_uuTMA _uu ¼ 1

2
_ddTNTMAN _ddþ _ddTNTMAQ _qqþ 1

2
_qqTQTMAQ _qq ¼ 1

2
_ddTM _ddþ 1

2
_qqTM _qq: ð18Þ

The last line follows through use of (10) and by noting that the middle term in the first expression is

identically zero, since

NTMAQ ¼ NTMAðI�NM�1NTMAÞ ¼ NTMA �MM�1NTMA ¼ 0:

The fine scale mass matrix M in (18) has been defined

M 	 QTMAQ ¼ MAQ ¼ QTMA: ð19Þ

The final two equations above follows by substituting the complete expression for Q (15) and using the

definition of the coarse scale mass matrix (10).

Thus the Lagrangian in (17) is given in terms of the finite element and MD degrees of freedom by

Lðd; _dd; q; _qqÞ ¼ 1

2
_ddTM _ddþ 1

2
_qqTM _qq� UðNdþQqÞ þ fTextNdþ fTextQq: ð20Þ

An important feature of the Lagrangian in (20) is the absence of cross terms such as d 
 q in the kinetic

energy; these terms have canceled due to the presence of the bridging scale, and the total kinetic energy is

decomposed into the sum of the kinetic energy in the coarse scale plus that in the fine scale.



G.J. Wagner, W.K. Liu / Journal of Computational Physics 190 (2003) 249–274 255
2.3. Multiscale equations of motion

The equations of motion can be derived from the Lagrangian according to

d

dt
oL

o _dd

� �
� oL

od
¼ 0; ð21aÞ
d

dt
oL
o _qq

� �
� oL

oq
¼ 0: ð21bÞ

Substitution of (20) (temporarily ignoring the external force for simplicity) into these equations gives

M€dd ¼ � oU
od

; ð22aÞ
M€qq ¼ � oU
oq

: ð22bÞ

The coupling between the scales in both equations is through the derivative of the potential energy U , which

is a function of both the coarse and fine scales. These coupling terms can be put into a different form by

defining a vector of the total forces on the atoms

f ¼ � oUðuÞ
ou

; ð23Þ

where u is the vector of total displacements, as in Eq. (16). This force f is the force that is computed, for

instance, in a molecular dynamics simulation. Using a chain rule to expand the right-hand sides in (22a),

(22b) together with (16) and (23) gives

M€dd ¼ � ou

od

� �T
oU
ou

¼ NTf; ð24aÞ
M€qq ¼ � ou

oq

� �T
oU
ou

¼ QTf: ð24bÞ

If the external forces in (20) are kept in the formulation

M€dd ¼ NTðf þ fextÞ; ð25aÞ
M€qq ¼ QTðf þ fextÞ: ð25bÞ

Eq. (25b) can be rewritten using (19)

QTMA€qq ¼ QTðf þ fextÞ: ð26Þ

Note that the matrix Q is singular, since multiplying a field by Q gives the fine scale part of the field, and

many different fields can have same fine scale part; therefore the solution of and equation like Qu ¼ u0 for u

is nonunique and Q must be singular. Thus, Eq. (26) does not have a unique solution, and we are free to

choose any q that has the proper fine scale part and thus satisfies (26). However, it is clear that one such q is

that which exactly satisfies the equation
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MA€qq ¼ f þ fext: ð27Þ

This equation is exactly the one that is solved in a molecular dynamics simulation for the atomic dis-
placements, with the atomic forces given by (23). Therefore we can use a standard molecular dynamics

simulation to obtain a solution to (27) for q.

Note that the total scale u satisfies a similar equation

MA€uu ¼ f þ fext: ð28Þ

Since q and u satisfy the same equation of motion, then if these two quantities have the same initial

conditions (which they should), they are identical for all time. Thus it follows from Eq. (14) that the coarse

scale is simply the projection of q, i.e.,

Nd ¼ Pq: ð29Þ

This means that the explicit solution of (25a) is completely redundant, since at any time the coarse scale can
be determined by (29). This makes sense, since the MD solution for q should contain all of the information

about the dynamics of the problem; the coarse scale is merely ‘‘along for the ride’’. Despite this, there are

three reasons for retaining the coarse scale equation in our formulation:

(1) So far, we have been treating the problem as if the fine scale description (the MD solution) exists

everywhere in the domain. As will be discussed in the next section, our goal is to limit the MD simulation to

only a small part of the domain, while including the effects of the averaged fine scale in the coarse scale

equation elsewhere. Retaining the coarse scale equation in the fine scale region provides a seamless tran-

sition from the MD region to the surrounding coarse scale.
(2) For some problems, such as those in which we seek a static or steady state solution, it will be

beneficial to solve the coarse and fine scales iteratively. The coarse scale can describe the homogeneous part

of the deformation using just a few degrees of freedom, and can be solved quickly; solution of the fine scale

equation then provides a refinement to the coarse scale solution. This is similar to multigrid computational

techniques in which the solution on a coarse grid is used as the initial guess for the solution on a finer grid.

(3) The coarse-fine decomposition of the solution can be used to obtain information about the simu-

lation that is unavailable from an MD or finite element solution alone. For example, the fine scale part of

the solution can be interpreted as the fluctuation about the mean (coarse scale) solution, so that the kinetic
energy of the fluctuations can be related to the temperature of the system. Ensemble averages can be defined

analytically by holding the coarse scales fixed and averaging over the fine scales. For example, in Appendix

A we show that the ensemble averaged kinetic energy is given by

hKi ¼ 1

2
_ddTM _ddþ 3

2
kBT ðna � ncÞ; ð30Þ

where na is the number of atoms, nc is the number of coarse scale nodes, T is the temperature and kB is

Boltzmann�s constant. The first term on the right-hand side is simply the coarse scale kinetic energy, while

the second term can be thought of as the internal kinetic energy, i.e., the kinetic energy that is not rep-
resented by the coarse scale description. Clearly the internal kinetic energy goes to zero in the limit as the

number of coarse scale nodes approaches the number of atoms, i.e., as the coarse scale mesh approaches the

atomic lattice size.

Finally, it should be noted that when the coarse length scale (e.g., the finite element size) is large

compared to the fine length scale (the atomic spacing), the summation in the expression for the coarse scale

mass matrix (10) can be replaced with an integration. Assume that each atom can be assigned a volume DVa

such that the ratio ma=DVa is approximately constant over a distance that is large compared to the atomic

spacing (i.e., more massive atoms are assigned larger volumes than smaller atoms nearby), and such thatP
a DVa gives the total volume of the domain. Then
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MIJ ¼
X

a

maN a
I N

a
J ¼

X
a

ma

DVa
N a

I N
a
J DVa 


Z
V

qðXÞNIðXÞNJðXÞdX: ð31Þ

This is the expression for the consistent mass matrix used in finite elements. Therefore, we can use a

standard finite element solver to find a solution to (25a), provided that the effects of the fine scale on the

right-hand side (the internal force) are properly taken into account.
3. Elimination of the fine scale degrees of freedom in the coarse scale region

In the previous sections, we have considered the scale decomposition in the case where the fine and
coarse scales coexist everywhere in the domain. However, we are interested in simulations in which the fine

scale is only explicitly simulated in a small region of the domain, while the coarse scale is represented on the

entire domain. The effects of the fine scales that lie outside the designated MD region must be accounted

for, at least in an averaged sense. Two of the most important technical issues in multiple-scale methods,

boundary conditions on the MD region and the proper constitutive model in the coarse scale region, are

both related to the accurate removal of these extra fine scale degrees of freedom. We will treat each of these

issues separately.

3.1. Molecular dynamics boundary conditions

In the absence of external forces, Eq. (27) can be written in matrix form

MA€qq ¼ fðqÞ; ð32Þ

where MA is a diagonal matrix with diagonal elements given by the atomic masses (7).

Recall that, by the argument following Eq. (27), the MD degrees of freedom q are equivalent to the total

atomic displacements u, which can be scale-decomposed into �uu and u0. In order to derive boundary con-

ditions on the MD region, we will partition the domain into two regions: region 1, where an MD simulation

and coexists with the coarse scale simulation; and region 2, where only the coarse scale is solved explicitly.

Designate the number of atoms in region 1 as na1, and in region 2 as na2. The fine scale degrees of freedom u0

can then be partitioned into two vectors: u01, the 3na1 fine scale degrees of freedom in region 1 that are to be

computed explicitly; and u02, the 3na2 fine scale degrees of freedom in region 2 that must be approximated.
(The coefficients on the na�s are due to the three spatial dimensions.) The approximation for u02 will take the

form of a linearization in u02, an assumption that is justified if the fine scale atomic displacements near the

boundary are not too large. Linearizing the force in u02 gives

fðuÞ 
 f�ð�uu; u01Þ � K2u
0
2; ð33Þ

where f�ð�uu; u01Þ is the nonlinear interatomic force evaluated with u02 set to zero, and the stiffness matrix K2 is

given by

K2;ab ¼ � ofa

ou02;b

�����
u0
2
¼0

: ð34Þ

The matrix K2 is of a size such that subscript a ranges over all atoms, while b ranges over the atoms in

region 2.

The matrices MA and K2 and the vectors q, �uu and f� can all be partitioned between regions 1 and 2 as was

done for u0, so that the equations of motion can be written
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MA1€qq1 ¼ f�1ð�uu; u01Þ � K12u
0
2; ð35aÞ
MA2ð€�uu�uu2 þ €uu02Þ ¼ f�2ð�uu; u01Þ � K22u
0
2; ð35bÞ

where K12 and K22 are the upper and lower partions of K2, respectively. Note that K12 is of size 3na1 � 3na2,
and is nonzero only where atoms in region 1 are directly coupled to atoms in region 2, i.e., near the

boundary of the MD simulation.

Rearranging Eq. (35b) slightly gives

€uu02 þM�1
A2K22u

0
2 ¼ M�1

A2 f
�
2ð�uu; u01Þ � €�uu�uu2: ð36Þ

The degrees of freedom in u02 can be eliminated by solving for them explicitly from Eq. (36), and then

substituting the result back into (35a). Following the approach of Adelman and Doll [19], this is most easily

done using Laplace transforms. We will use both the operator L and capital letters to indicate the Laplace

transformation of a function in time t into a function of the variable s:

Lff ðtÞg 	 F ðsÞ ¼
Z 1

0

e�stf ðtÞdt: ð37Þ

Using the properties of this transformation, the equation for u02 thus becomes, from (36)

s2I
�

þM�1
A2K22

�
U0

2ðsÞ ¼ M�1
A2L f�2ð�uu; u01Þ

n o
� s2 �UU2ðsÞ
�

� s�uu2ð0Þ � _�uu�uu2ð0Þ
�
þ su02ð0Þ þ _uu02ð0Þ: ð38Þ

Inverting the transform, using the fact that the product of functions in the Laplace transformed variable is

equivalent to a convolution in the time variable, and resubstituting into Eq. (35a) gives an equation of

motion for u01ðtÞ that includes the effects of the unknown u02 in terms of the known quantities �uu and u01:

MA1€qq1 ¼ f�1ð�uu; u01Þ �
Z T

0

hðt � sÞ~aa2ðsÞds þ RðtÞ; ð39Þ

where

hðtÞ ¼ L�1 K12 s2I
�n

þM�1
A2K22

��1
o
; ð40aÞ
~aa2ðtÞ ¼ M�1
A2 f

�
2 �uuðtÞ; u01ðtÞ
� �

� €�uu�uu2ðtÞ; ð40bÞ
RðtÞ ¼ _hhðtÞu02ð0Þ þ hðtÞ _uu02ð0Þ: ð40cÞ

The matrix hðtÞ is a time history kernel that captures the effects of the removed degrees of freedom. It can be

derived analytically for some simple cases (e.g., see Section 5.1), or computed numerically in more com-

plicated circumstances. The quantity ~aa2ðtÞ (40b) represents the difference between the atomic accelerations

in region 2 due to a force of f� (�uuðtÞ; u01ðtÞ), and the actual coarse scale acceleration in that region. When the

total displacement solution is fully resolved by the coarse scale alone, this difference is zero and there is no
contribution from the time history integral in Eq. (39). The additional displacement vector RðtÞ is due to the

initial fine scale energy in the coarse scale region. Although the exact initial conditions u02ð0Þ and _uu02ð0Þ are
unknown, they can be assumed to be known in an averaged sense and related to the temperature of the

coarse scale region (see Remark 5 below).

In order to examine special cases (such as statics) and compare with other techniques, it will be con-

venient to rewrite Eq. (39) by integrating by parts
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MA1€qq1 ¼ f�1ð�uu; u01Þ � bð0Þ~aa2ðtÞ þ
Z t

0

bðt � sÞ o

os
~aa2ðsÞds þ RbðtÞ; ð41Þ

where

bðtÞ ¼
Z 1

t
hðsÞds; ð42aÞ
RbðtÞ ¼ RðtÞ þ bðtÞ~aa2ð0Þ: ð42bÞ

Eq. (41) gives the behavior of q1, the MD atomic positions, by including implicitly the effects of u02 on the

total forces on the atoms. Through the time history kernel convolution and the additional random force

RbðtÞ, the removed degrees of freedom in u02 are accounted for. This equation is the main result of this

section, and gives the equation that is solved in the MD simulation for the degrees of freedom q. Several

remarks are in order:

(1) The first term on the right-hand side of (41), the force vector f�1ð�uu; u01Þ, is the nonlinear interatomic
force as calculated by assuming that u02 ¼ 0. In practice, this term is most easily computed by storing the

positions of ‘‘ghost’’ atoms – atoms within one cutoff radius outside the MD region whose displacements

are assumed to equal the coarse scale displacements (available from the coarse scale simulation) at all times.

The force on all of the MD atoms can then be computed in the normal way.

(2) Due to the sparsity of matrix K12, the last three terms on the right-hand side of (41), which all involve

K12 through the definitions in Eqs. (40a)–(40c) and (42a), (42b), are nonzero only for region 1 atoms whose

forces are directly related to displacements of atoms in region 2, i.e., very close to the boundary of the MD

simulation. These terms represent a force boundary condition on the MD simulation that depends in part
on the coarse scale variables, coupling the two simulations.

(3) The second term on the right-hand side of Eq. (41) is a modified stiffness term due to the difference

between the coarse and fine scales near the boundary. It is nonzero even for static problems.

(4) The third term on the right-hand side of Eq. (41), the time history integral, mimics the dissipation of

energy from the MD simulation into the outer coarse scale region. It results in ‘‘non-reflecting’’ boundary

conditions, allowing short wavelengths that cannot be represented by the coarse scale interpolation to pass

cleanly out of the MD computational region.

(5) The last term in Eq. (41) mimics the exchange of energy between the MD and surrounding regions
due to temperature differences. Note that the force RbðtÞ (by Eqs. (40c) and (42b)) is in terms of the initial

conditions of u02, which in general are known only in an averaged sense based on the temperature of the

coarse scale region. Thus, RbðtÞ can be treated as a random force, the magnitude and time correlation of

which depend on the temperature of the surrounding coarse scale region T . Using a technique similar to

that in [20], it can be shown from Eq. (40c) that

hRðtÞRTð0Þi ¼ kBTbðtÞM�1
A2K

T
12: ð43Þ

Methods for applying this stochastic force, or achieving the same effects, have been developed by other

authors (e.g., [21]). In the example problems in Section 5, we will assume that the temperature of the

surrounding coarse scale is 0 K, so that the random forcing term can be ignored.

(6) In general, computation of the matrices hðtÞ and bðtÞ (see Eq. (40a)) involve the inversion of a matrix

of a size proportional to the square of the number of degrees of freedom removed, i.e., the number of

atoms in region 2. The explicit inversion of a matrix this size and its subsequent inverse Laplace transform

are intractable. However, examination of Eq. (40a) shows that only a few of the entries in this inverted
matrix are necessary, since as noted the matrix K12 is nonzero only for atomic pairs that span the MD

boundary. For some very simple cases, the important entries of these matrices can be derived analytically.
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One such case, to be treated in Section 5.1, is that of a semi-infinite 1D harmonic lattice. For more

complicated cases, such as multi-dimensional solids, the important entries of hðtÞ or bðtÞ must be ap-

proximated [20] or derived numerically [22,23]. In [24], we demonstrate a simple, semi-analytical technique

for the computation of bðtÞ for regular crystal lattices, and show results for the graphene and diamond

structures of carbon.

Finally, we note that the initial value of bðtÞ, appearing in the modified stiffness term in (41), can be

rewritten using Eqs. (42a), (37), and (40a)

bð0Þ ¼
Z 1

0

hðsÞds ¼ K12K
�1
22 MA2: ð44Þ

Like bðtÞ itself, bð0Þ can only rarely be computed exactly, but can be approximated numerically for a given

atomic structure.

To the authors� knowledge, the exact form derived here for Eq. (41) is new. However, it is similar to the

generalized Langevin equation (GLE) boundary condition derived by Adelman and Doll [19] for the single-

scale problem, with the exception of the time history integral, which for the GLE has the velocity _uu0 in place

of our o~aa2=os. The standard form of the GLE can be recovered if we make two further assumptions: that

the force f�2 can be linearized in u01, and that the coarse scale acceleration can be computed from just the
leading order term of this linearization

f�2ð�uu; u01Þ 
 f�2ð�uu; 0Þ � K21u
0
1; ð45aÞ
€�uu�uu2 
 M�1
A2 f

�
2ð�uu; 0Þ; ð45bÞ

where

K21 ¼ � of�2
ou01

�����
u0
1
¼0

: ð46Þ

With these assumptions, the time history integral can be approximated asZ t

0

bðt � sÞ o

os
~aa2ðsÞds 
 �

Z t

0

~bbðt � sÞ _uu01ðsÞds; ð47Þ

where

~bbðtÞ ¼ bðtÞM�1
A2K21: ð48Þ

Conveniently, the matrix bðtÞ in our multiscale formulation is related in a simple way to the damping kernel

in the GLE, so that analytical [20] and numerical [22,23] evaluations of the GLE kernel ~bbðtÞ can be used in

our multi-scale boundary condition evaluation.

In the case of statics, for which time derivatives and temperature are zero, Eq. (41) gives

0 ¼ f�1ð�uu; u01Þ � bð0Þ~aa2 ¼ f�1ð�uu; u01Þ � K12K
�1
22 f

�
2ð�uu; u01Þ: ð49Þ

The second term on the right-hand side is an additional force term that takes into account the fact that

while the fine scales u02 have been eliminated from the formulation, they are not necessarily zero. If this term

is neglected, care should be taken to ensure that the difference between the coarse and fine scales at the MD

boundary truly is very small.
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3.2. Coarse scale internal force

3.2.1. Inside the MD region

The equation for the time evolution of the coarse scale is given by (24a). In the region in which the full

molecular dynamics simulation is solved, the solution of this equation is straightforward, although care

should be taken to include the effects of the coarse scale when evaluating the atomic forces in the expression

NTf. This is done by first computing the total atomic displacements according to (16), where q is obtained

from the MD simulation, and then evaluating the forces based on these total displacements. Eq. (24a) can

then be written

M€dd ¼ NTfðuÞ ¼ NTfðNdþQqÞ: ð50Þ

The implementation of the computation of the internal force is simple; the same subroutine used to

compute the interatomic force in the MD simulation can be used to evaluate f in Eq. (50).

Eq. (50) is not the only choice for the evaluation of the internal force. Because the coarse scale solution is
expected to be equal to the projection of the MD solution (Eq. (29)), it might be expected that the internal

force can be evaluated using the MD solution q for the entire total scale; this would obviate the compu-

tation of the projection Qq. In practice, however, we find that using q as the entire total scale in the force

evaluation causes a drift between the coarse scale solution and the projection of the MD solution that is

avoided when the two solutions are combined as in (50).

3.2.2. Outside the MD region

In the part of the domain in which the individual atomic displacements are not being solved using

molecular dynamics, the internal force must be computed from the coarse scale solution alone, together

with any information that might be known about the averaged fine scale properties (e.g., temperature). In

the present work, we will assume that the coarse scale constitutive law does not depend on the temperature.

Extensions to the case where the temperature is tracked in the coarse scale region using an energy equation,
and the effects that temperature has on the internal force, will be pursued in future work.

The approach is similar to that used in the quasicontinuum method (see [6] for a detailed exposition).

The first step is to assume that the potential energy can be written in terms of an energy density Wa, the

potential energy per volume centered at atom a, so that

UðuÞ ¼
X

a

WaðuÞDVa: ð51Þ

The volume per atom DVa is the same as that introduced in Eq. (31). Now comparing (22a) with (24a), and

isolating the force at a single node I , we have

ðNTfÞI ¼ � oUðuÞ
odI

¼ �
X

a

oWaðuÞ
odI

DVa: ð52Þ

The final assumption is that because the coarse scale deformation is smooth, the dependence of Wa on the

coarse scale displacement d is only through the coarse scale deformation gradient �FF at atom a, defined by

�FFa ¼ Iþ o�uu

oX
ðXaÞ ¼ Iþ

X
I

oNI

oX
ðXaÞdI : ð53Þ

Note that even though the coarse scale displacement �uu only has a physical meaning at the atomic positions,

it is a continuous function (due to the continuity of the shape functions in (2)) and we are therefore free to
take its spatial derivative as in (53). Now using a chain rule on (52) gives
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ðNTfÞI ¼ �
X

a

oWa

o�FFa

o�FFa

odI
DVa ¼ �

X
a

oNI

oX

����
X¼Xa

oWa

o�FFT
a

DVa: ð54Þ

We can recognize the derivative of the energy densityW with respect to �FFT as the first Piola–Kirchoff stressPK :

PKðXaÞ 	
oWa

o�FFT
a

: ð55Þ

Because the functions the summation in (54) are smooth (since we have assumed that the energy density and

therefore the stress are functions only of the coarse scale and the average of the fine scales), we can replace

the summation by an integration, just as in Eq. (31)

ðNTfÞI 
 �
Z
V

oNI

oX
ðXÞPKðXÞdX: ð56Þ

In practice, the above integral is computed numerically by summing over a discrete set of quadrature points

at the locations Xq:

ðNTfÞI 
 �
X
q

oNI

oX
ðXqÞPKðXqÞwq; ð57Þ

where is wq is the quadrature weight associated with point Xq. The stress as a function of �FF at a point Xq can

be computed by assuming that interatomic distances rab in the deformed state are related to the initial

distances r0ab by the Cauchy–Born rule [6]

rab ¼ �FFar
0
ab: ð58Þ

With this assumption, the change in potential energy for a given �FF can be computed, and the coarse scale

internal force (57) can be evaluated.
4. Time integration with subcycling

The computational method developed in the previous sections involves a two-way exchange of infor-

mation: the fine scales of the MD simulation contribute to the internal force in the coarse scale equation,

and the coarse scales provide information needed to compute the additional boundary forces on the MD

computation. This is very much analogous to the information exchange in a fluid–structure interaction

simulation: the fluid exerts pressure and viscous forces on the solid structure, while the moving solid

provides boundary conditions for the fluid flow problem. Several accurate and efficient time integration

schemes have been developed for fluid–structure interaction simulations, including the option of using a

time step for the fluid that is a small fraction of that used for the solid [25]. This sort of mixed time in-
tegration is ideal for our multi-scale method, in which the larger length and slower time scales associated

with the coarse scale should allow us to use a much larger time step for the coarse scale simulation that for

the MD. The stability of time integration methods with subcycling similar to that used here was explored in

[26–28]. Although the method currently used does not allow the two simulations to be advanced in time

simultaneously (since information from the end of one simulation�s time step is required at the beginning of

the other�s), modifications may be possible that allow the exchange of information only at the beginning of

each time step so that parallelism can be exploited [25].

Over each cycle, the total simulation is advanced by a time step Dt: the MD simulation is advanced by m
steps of size Dt=m (where m is a positive integer), while the coarse scale simulation is advanced through a
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single step of size Dt. In our current approach, both the coarse and MD simulations are updated using an

explicit central difference method. Other integration schemes should be straightforward to implement. In

particular, higher order integration methods are often used in molecular dynamics codes [29]; the proce-

dures given below can be easily adapted to use these other methods.

4.1. MD update

In our approach, the MD simulation is advanced first for m steps. This calculation requires information

from the coarse scale simulation near the boundary of the MD region (see (41)), and this information is

only directly available at times that are integer multiples of Dt. We will therefore use an interpolation

method to approximate the coarse scale displacement and velocity at fractional time steps, by assuming that

the coarse scale acceleration is constant throughout the cycle.
We will use superscripts to denote the time step, with the bracket notation [j] as a shorthand for the

fractional time step nþ ðj=mÞ, and the subcycle time step will be denoted Dtm ¼ Dt=m. The subscript C on

coarse scale quantities indicates that those quantities are only needed close to the MD boundary. Finally,

we will let f̂fðq; _qq; �uu; _�uu�uu; hÞ represent the entire right-hand side of Eq. (41), where h is used to represent time

history quantities that are needed for integration. Then, assuming that �uun
C, _�uu�uu

n
C, €�uu�uu

n
C, q

n, _qqn, and €qqn are known,

these quantities are updated in the following order:

�uu½jþ1� ¼ �uu½j� þ Dtm _�uu�uu½j� þ
1

2
Dt2m€�uu�uu

n; ð59aÞ
_�uu�uu½jþ1� ¼ _�uu�uu½j� þ Dtm€�uu�uun; ð59bÞ
q½jþ1� ¼ q½j� þ Dtm _qq½j� þ
1

2
Dt2m€qq

½j�; ð59cÞ
_~qq~qq½jþ1� ¼ _qq½j� þ Dtm€qq½j�; ð59dÞ
€qq½jþ1� ¼ M�1
A f̂f q½jþ1�; _~qq~qq½jþ1�; �uu½jþ1�; _�uu�uu½jþ1�; h½j�
� �

; ð59eÞ
_qq½jþ1� ¼ _qq½j� þ 1

2
Dtm €qq½jþ1�
�

þ €qq½j�
�
: ð59fÞ

The quantity _~qq~qq is a predicted atomic momentum that is used in computing the interatomic force. Note that

the coarse scale updates (59a) and (59b) are chosen to give the same coarse scale displacement at step nþ 1

as the coarse scale simulation (Eq. (60a) below). The updates in Eq. (59a)–(59f) are repeated for j from 0 to
m� 1, after which all quantities are known at time step nþ 1.

4.2. Coarse scale update

Once the MD quantities are obtained at time step nþ 1, the coarse scale displacements d, velocities v,

and accelerations a are advanced from time step n to nþ 1. The internal forces are computed by combining

the coarse scale displacement Nd with the fine scale part of the MD simulation,Qq. In our approach, we use

the MD atomic displacements at time nþ 1 to compute the new acceleration in a central difference scheme

dnþ1 ¼ dn þ Dtvn þ 1

2
Dt2an; ð60aÞ
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anþ1 ¼ M�1NTfðNdnþ1 þQqnþ1Þ; ð60bÞ
vnþ1 ¼ vn þ 1

2
Dtðan þ anþ1Þ: ð60cÞ

Finally, the coarse scale quantities at the MD boundary, �uunþ1
C , _�uu�uunþ1

C , and €�uu�uunþ1
C , are interpolated using the

coarse scale shape functions and used in the next cycle for the MD simulation.
5. Example problems

5.1. 1D harmonic lattice

One case for which the time-history kernel of Eq. (41) can be derived analytically is that of a 1D har-

monic lattice. Consider the geometry shown in Fig. 1. A chain of atoms is fixed at both ends of the chain.

Each atom has mass ma, with an interatomic spacing of ha. We assume that the force between the atoms can

be modeled with a harmonic potential, i.e., a linear spring with spring constant k. Overlaying the atomic
chain is a coarse scale representation with nodal spacing he. In the figure, the 10 leftmost atoms comprise

the set q1, with q2 comprising the remaining atoms, so that n1 ¼ 10 and n2 ¼ na � 10.

Since the interatomic force is linear in the displacements, it can be written using a stiffness matrix:

fðuÞ ¼ �Ku. The stiffness matrix K for this lattice is tridiagonal

K ¼ k

2 �1

�1 2 �1

�1 2 �1

. .
. . .

. . .
.

�1 2 �1

�1 2

2
6666664

3
7777775
: ð61Þ

The matrix K22 (defined in Section 3.1) is identical in form to K, but of size n22 rather than n2a. In the limit of

a very long chain of atoms (where the right side boundary is far from the boundary between q1 and q2), the

important elements of the matrix HðsÞ ¼ s2IþM�1
A2K22 (see Eq. (40a)) can be approximated. In particular,

the first row (or column – the matrix is symmetric) of elements in HðsÞ can be computed according to (see

Appendix B)

H11ðsÞ ¼ x�2Z; ð62aÞ
Fig. 1. 1D harmonic lattice.
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H1;N ðsÞ ¼ ZH1;N�1ðsÞ; N > 1; ð62bÞ

where

x ¼ ðk=maÞ1=2; ð63aÞ
Z ¼ 1

2
x�2ð2x2 þ s2 � sð4x2 þ s2Þ1=2Þ: ð63bÞ

Similarly, the inverse transforms can be computed, e.g.,

hn1;1ðtÞ ¼ � 2ma

t
J2ð2xtÞ; ð64Þ

in which J2 is a second-order Bessel function.

Using (42a) and (48) (we will use the GLE approximation in terms of ~bb) allows a similar expression for
~bbðtÞ:

~bbn1;n1ðtÞ ¼
k
xt

J1ð2xtÞ; ð65Þ

where J1 is the first-order Bessel function. All other elements of ~bb are zero, so that the boundary force is
applied only at atom n1. Plots of hn1;1ðtÞ and ~bbn1;n1ðtÞ are given in Fig. 2. Using these expressions, the

equation for the degree of freedom at the MD region boundary, qn1
, can be constructed from (41) and (47);

the equations for the remaining MD degrees of freedom are just the standard MD momentum equations

(27). Note that because ~bbðtÞ decays to zero after a few vibrational periods, the time history integral in Eq.

(47) can be truncated without much loss of accuracy.

The initial condition we will use for the displacement used in the solution of this problem is a gaussian

pulse of amplitude A and width r. The pulse is truncated at x ¼ �Lc, and shifted vertically such that the

function is continuous at x ¼ �Lc. Finally, we multiply by a fine-scale perturbation of the form
Fig. 2. hn1 ;1ðtÞ and ~bbn1 ;n1 ðtÞ [Eqs. (64) and (65)] for the 1D harmonic chain.
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(1þ b cosð2px=HÞ), where H is a length scale that is small compared to r and b is the relative amplitude of

the perturbation. The resulting expression for the initial displacements is

uðx; t ¼ 0Þ ¼ A e�ðx=rÞ2�uc
1�uc

1þ b cos 2px
H

� �� �
if j x j 6 Lc;

0 if j x j > Lc;

(
ð66Þ

where uc is the value of the unshifted pulse evaluated at x ¼ Lc:

uc ¼ e�ðLc=rÞ2 : ð67Þ

The initial condition is plotted in Fig. 3, which shows both the MD and coarse scale parts of the solution;

because the solution is symmetric about x ¼ 0, we have only plotted the þx plane. The computational

domain is �1:06 x6 1:0, divided into 40 linear finite elements giving he ¼ 0:05. The region designated for

MD simulation is �0:3756 x6 0:375; this region contains 151 atoms, so that h ¼ 10ha. The parameters

chosen for the initial conditions plotted in Fig. 3 are A ¼ ha ¼ 0:005, b ¼ 0:1, r ¼ 10ha, Lc ¼ 5r, and
H ¼ r=4. Note that the vertical axis in Fig. 3 represents the displacement in the x direction, since the
problem is in 1D.

The simulation is run with a coarse scale time step of Dt ¼ 0:1he=c, where c ¼ ha
ffiffiffiffiffiffiffiffiffiffi
k=ma

p
is the wave speed

in the lattice. The MD simulation undergoes 10 subcycles for every step taken by the coarse scale. In order

to demonstrate the effects of the MD boundary condition, the wave is propagated using two different

boundary conditions at the MD region boundary. In the first (Fig. 4), the boundary condition is applied by

simply setting the MD velocity at the boundary equal to the coarse scale velocity evaluated at the boundary

atoms. This leads to an internal reflection of the fine scale perturbation, since the fine scale waves cannot be

represented on the coarse scale grid. The correct method of applying boundary conditions is to use Eq. (41)
to evaluate the force at the MD boundary; these results are shown in Fig. 5. When the boundary condition

is correctly applied, the fine scale waves pass out of the MD region properly at the same time as the coarse

scale pulse propagates into the coarse scale region.
Fig. 3. Initial conditions [Eq. (66)] for 1D example problem.



Fig. 4. 1D example problem at t ¼ 15:0h=c when the coarse scale velocity solution is applied directly as the MD boundary condition.

Fig. 5. 1D example problem at t ¼ 15:0h=c when Eq. (41) is used to compute boundary forces on the MD region.
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One way to characterize the results of this example problem is by examining the time dependence of the

total energy in the MD region. This energy is defined as the kinetic energy of all of the atoms in the MD

region, plus the potential energy of all of the bonds between these atoms (including half of the potential

energy in each of the bonds that spans the outer boundary of the MD region). Ideally, all of the energy that

is in this region initially passes out into the surrounding coarse scale region. Fig. 6 shows the transfer of

energy for the two solutions above (Figs. 4 and 5) along with the exact energy transfer out of this region as



Fig. 6. Total energy of the MD region, normalized by the initial energy, as a function of time. Results shown are for the problem of the

1D harmonic oscillator. Note that the curve for the multiscale solution (41) with the correct BC is indistinguishable from the full MD

solution. The simple damped BC uses the damping coefficient defined in Eq. (69).
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computed from a full MD simulation of the entire domain. Also shown in this figure is the energy transfer

resulting from an approximation of the time history integral in Eq. (41) as a damping term that is pro-

portional to the velocity at time t; i.e., if we approximate ~bbðtÞ as
~bbðtÞ 
 2�bbdðt � sÞ; ð68Þ

where

�bb ¼
Z 1

0

~bbðtÞdt; ð69Þ

then we can replace the time history integral in (47) with ��bb _uu01ðtÞ.
Fig. 6 shows that while the velocity-matching boundary condition causes energy to be artificially re-

tained in the MD region, the proper boundary condition treatment gives an energy transfer to the outer

region that is indistinguishable from that of the full MD solution, with all of the energy eventually leaving
the MD region. The linear damping boundary condition approximation allows more than 90% of the

energy to leave the MD region, but still results in a small amount of internal reflection and retention of

energy.

5.2. 1D anharmonic lattice

Because Eq. (41) is derived by linearizing in the fine scale deformation, it is worthwhile to examine the

performance of the method when the interatomic potential is anharmonic, i.e., when the force between

atoms is a nonlinear function of the distance between atoms. As a simple example, we modify the springs

between atoms in the previous example so that the force-displacement relationship is nonlinear. The spring

force between any two atoms a and a þ 1 is given by



Fig. 7. Total energy of the MD region, normalized by the initial energy, as a function of time. Results are shown for several values of

k2 for the nonlinear harmonic oscillator. Note that the multiscale and full MD solutions are indistinguishable for k2 ¼ 0, and very close

for k2 ¼ 30.
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fa;aþ1 ¼ kðuaþ1 � uaÞ þ k2ðuaþ1 � uaÞ3 ð70Þ

so that choosing k2 ¼ 0 gives a harmonic lattice as in the previous example. The simulation then proceeds in

exactly the same way as for the harmonic case, with (70) used to compute the interatomic forces for the MD
atoms and the stress (equivalent to the force in the 1D case) at quadrature points in the coarse scale

simulation. In the evaluation of the boundary condition for the MD simulation (41), we use the same

function ~bbðtÞ as was used for the linear case [Eq. (65)], without modification to take into account the

dependence of the stiffness on displacement due to the nonlinearity.

The simulation was run for several values of k2 using the same initial conditions as for the linear case.

The development of the energy in the MD region for k2 ¼ 30k=h2a and k2 ¼ 80k=h2a is shown in Fig. 7,

compared with both the k2 ¼ 0 case and with the ‘‘correct’’ results from a full MD simulation. The energy

transfer is very good compared with the full MD solution for the k2 ¼ 30k=h2a case, even though the effect of
the nonlinearity is large enough to give a solution that differs noticeably from the linear case. The solution

for k2 ¼ 80k=h2a displays some internal reflection of small scale waves from the boundary; however, the

difference from the correct solution is probably small enough to be tolerated in most problems.
6. Conclusions and future research

We have put forward a method for coupling molecular dynamics and continuum mechanics computa-
tions in a single multiple-scale simulation. In this approach, the total atomic displacement is taken to be the
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sum of the two separate solutions minus the projection of the MD solution onto the coarse scale basis

functions (the so-called ‘‘bridging scale’’). This formulation leads to a natural decoupling of the kinetic

energies of the two solutions. The coupling between the simulations is twofold: through the dependence of

the coarse scale internal force on the fine scale degrees of freedom, and through the effects of the fine scale

degrees of freedom that have been eliminated from the problem on the atoms at the boundary of the MD

region. Using our technique, simulations can be performed using a different time step for each solution, so

that the coarse scale time step need not be limited to the time scale characterizing atomic vibrations in the

MD simulation.
The ability to apply this method as accurately as possible depends in part on the availability of an ex-

pression for the function bðtÞ in Eq. (41), which in effect provides boundary conditions on the MD simu-

lation. In our example problems in Section 5, we have utilized an exact solution for the 1D semi-infinite

harmonic lattice. In multiple dimensions, exact solutions can be derived in a similar way for periodic crystal

structures [24], as long as the MD region boundary is perfectly planar and there are no deviations from the

assumption that the material is periodic and semi-infinite, such as dislocations or a nearby free surface. For

more complicated situations, where analytical solutions for bðtÞ are impossible, bðtÞ must be approximated

either through analytical techniques or numerically. For example, Adelman and Doll [20] derived the La-
place transform of the time integration kernel for a Debye solid, and although a closed form in the time

domain is not available, it can be approximated using numerical methods. Cai et al. [22] show how the

damping kernel in a generalized Langevin equation can be computed from a molecular dynamics simulation

of an extended region. Of course, in multiple dimensions the time history integral may be difficult to

compute, even with an expression for bðtÞ in hand, since it requires storage of values of _qqðtÞ and _�uu�uuðtÞ over a
number of time steps. It is desireable, therefore, to reduce the number of values that must be stored to a

minimum by making an approximation to the time history integral that involves fewer terms. This is the

approach taken by E and Huang [23], who minimize boundary reflection in an MD simulation by replacing
the time history integral with a reduced sum of history terms, with weights chosen to give optimum behavior.

A very interesting direction for future research is the development of an energy equation that can de-

scribe the time dependence of the internal energy given in Eq. (30). At the fine scale, there is no need for a

separate concept of temperature or internal energy, since all of the dynamics are contained in the mo-

mentum equation for the atoms (27). However, in many problems of interest (such as fracture, or surface

friction), a large amount of fine scale energy is generated in the region to be simulated with MD, and the

propagation of this energy as heat into the coarse scale region is of great importance in accurately simu-

lating the dynamics. In the fine scale region, the flow of energy between coarse and fine scales due to
nonlinear interactions is automatically handled by the coupling (another advantage to tracking the coarse

scale even in the MD region). At the boundaries of the fine scale region, however, the internal energy that

passes out of the MD simulation (due to the boundary conditions in Eq. (41)) should be tracked in the

coarse scale region through the solution of an energy equation. In turn, the temperature of the coarse scale

affects the fine scale dynamics through the random forces in (41). Currently, it seems unlikely that a

tractable equation for the internal energy of the coarse scale can be derived directly from the interatomic

potential, as can be done for the coarse scale constitutive law, without resorting to substantial approxi-

mation; the problem parallels that of development of Reynolds averaged equations for the subgrid stress in
turbulence simulations. However, it should be possible to solve some form of a heat conduction equation in

the coarse scale, with material properties chosen to match those of the atomic lattice as closely as possible,

in order to track the temperature in the coarse scale region.

Finally, it should be noted that while we have concentrated on problems in solid mechanics, in which it is

easy to treat the continuum material with a Lagrangian formulation and thus treat a closed set of atoms in

the MD simulation, it should be possible to extend the method to multiple-scale problems in fluid dy-

namics, in which the continuum is treated with an Eulerian description. For this case, it will be necessary to

add and remove atoms at the boundaries of the MD simulation in a way that is consistent with the averaged
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properties of the fluid given by the coarse scale being solved concurrently. Some care must be taken in this

to ensure that an atom that is inserted into the simulation does not increase the potential energy by too

large an amount through its proximity to other atoms, while still satisfying the known coarse scale values of

velocity, density and temperature. Some form of Monte Carlo scheme may be called for, in which trial

insertions of atoms are rejected if they lead to too large a difference in local properties from the coarse scale

values.

Although the example problems shown in this paper have been limited to 1 dimension, the method

presented here has already been successfully applied to the simulation of buckling of a carbon nanotube
under axial compression [30,31]. We believe that the method shows promise for use in many problems in

which neither MD nor continuum descriptions alone are sufficient for simulating a complicated problem,

including nanoindentation, solid fracture, and friction, all of which involve the interaction of multiple

length and time scales.
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Appendix A. Ensemble-averaged kinetic energy

In a physical experiment, it is generally not possible to observe the fine scale details of atomic motion. Of

course, it is the atomic interaction at the nanoscale that is at the root of all macroscopic motion, even

though it is only some average of the atomic-scale motion that can in most cases be observed. In our
multiple-scale decomposition, we equate the coarse scales with the observable quantities, while the fine scale

contribution is taken into account in an averaged sense.

Formally, this averaging is done through an ensemble average. We will assume that our systems can be

described by the canonical ensemble. The total energy of the system is

Eðd; _dd; q; _qqÞ ¼ 1

2
_ddTM _ddþ 1

2
_qqTM _qqþ UðuÞ: ðA:1Þ

In the canonical ensemble, probability distribution functions have the form

qðu; _uuÞ / e�bE; ðA:2Þ

where b ¼ ðkBT Þ�1
, kB being Boltzmann�s constant and T the temperature of the system. Since the averages

of interest are only over the fine scale variables, we will assume that the coarse scale variables can be held

fixed when performing the averaging operation. Thus the ensemble average of the kinetic energy K is can

be computed according to

hKð _dd; _qqÞi ¼

R1
�1
R1
�1 Kð _dd; _qqÞ exp � b 1

2
_ddTM _ddþ 1

2
_qqTM _qqþ Uðuðd; qÞÞ

� �h i
dqd _qqR1

�1
R1
�1 exp � b 1

2
_ddTM _ddþ 1

2
_qqTM _qqþ Uðuðd; qÞÞ

� �h i
dqd _qq

¼

R1
�1

1
2
_ddTM _ddþ 1

2
_qqTM _qq

� �
exp � 1

2
b _qqTM _qq

h i
d _qqR1

�1 exp � 1
2
b _qqTM _qq

h i
d _qq

: ðA:3Þ
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The evaluation of this integral is standard in statistical mechanics [32]; the result is

hKð _dd; _qqÞi ¼ 1

2
_ddTM _ddþ 1

2b
TrðMÞ; ðA:4Þ
hKð _dd; _qqÞi ¼ 1

2
_ddTM _ddþ 3

2
kBT ðna � ncÞ; ðA:5Þ

where na is the number of atoms and nc is the number of coarse scale nodes.
Appendix B. Inverting the matrix H(s) = (s2I+MA2K22) for the 1D harmonic oscillator

The matrix to be inverted is tridiagonal, with main diagonal elements 2x2 þ s2 and off-diagonal elements

�x2 (where x ¼
ffiffiffiffiffiffiffiffiffiffi
k=ma

p
). We will begin by inverting a matrix of size N , and then examine the limit as

N ! 1.

Let us take N ¼ 4. We can find the first column of the inverse matrix HðsÞ by solving a matrix problem

a b 0 0

b a b 0

0 b a b
0 0 b a

2
664

3
775

H11

H21

H31

H41

2
664

3
775 ¼

1

0

0

0

2
664
3
775; ðB:1Þ

where a ¼ 2x2 þ s2 and b ¼ �x2. The solution to this equation is

H11 ¼ a

0
@ � b2 a

 
� b2 a

�
� b2

a

��1
!�1

1
A

�1

; ðB:2aÞ
H21 ¼ �b a

 
� b2 a

�
� b2

a

��1
!�1

H11; ðB:2bÞ
H31 ¼ �b a
�

� b2

a

��1

H21; ðB:2cÞ
H41 ¼ � b
a

H31: ðB:2dÞ

By the emerging pattern it is clear that as N ! 1, the solution takes the form

H11 ¼ � Z
b
; ðB:3aÞ
H1;N ¼ ZH1;N�1; N > 1; ðB:3bÞ

where Z represents a continued fraction

Z ¼ � b

a� b2

a� b2
a�




ðB:4Þ



G.J. Wagner, W.K. Liu / Journal of Computational Physics 190 (2003) 249–274 273
or

Z ¼ � b
aþ bZ

: ðB:5Þ

Solving for Z gives

Z ¼ � 1

2b
a
�

�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2 � 4b2

p �
: ðB:6Þ

Substituting the values for a and b into this expression and (B.3a) results in Eqs. (62a) and (63a).
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